Name______________________

Regression MC


______ 1. For children between the ages of 18 months and 29 months, there is approximately a linear relationship between "height" and "age". The relationship can be represented by: height = 64.93 + 0.63(Age), where y represents height (in centimeters) and x represents age (in months). Joseph is 22.5 months old and is 80 centimeters tall. What is Joseph's residual? 

a. 79.1 

b. -0.9 

c. +0.9 

d. 56.6 

e. 64.93 


______ 2. For children, there is approximately a linear relationship between "height" and "age". One child was measured monthly. Her height was 75 cm at 3 years of age and 85 cm when she was measured 18 months later. A least-squares line was fit to her data. The slope of this line is approximately: 

a. 0.55 cm/m 

b. 10 cm/m 

c. 25 cm/m 

d. 1.57 cm/m 

e. 2.1 cm/m 


______ 3. There is an approximate linear relationship between the height of females and their age (from 5 to 18 years) described by:  height = 50.3 + 6.01(age) where height is measured in cm and age in years. Which of the following is not correct? 

a. The estimated slope is 6.01 which implies that children increase by about 6 cm for each year they grow older. 

b. The estimated height of a child who is 10 years old is about 110 cm. 

c. The estimated intercept is 50.3 cm which implies that children reach this height when they are 50.3/6.01=8.4 years old. 

d. The average height of children when they are 5 years old is about 50% of the average height when they are 18 years old. 

e. My niece is about 8 years old and is about 115 cm tall. She is taller than average. 


______ 4. Growth hormones are often used to increase the weight gain of chickens. In an experiment using 15 chickens, five different doses of growth hormone (0, .2, .4, .8, and 1.0 mg/kg) were injected into chickens (three for each dose) and the subsequent weight gain was recorded. An experimenter plots the data and finds that a linear relationship appears to hold. The output from SAS follows: 

SOURCE           DF   SUM OF SQUARES  MEAN SQUARE  F VALUE  PR > F

MODEL             1      78.4083      78.4083      8.11      .0137

ERROR            13     125.7410       9.6723

CORRECTED TOTAL  14     204.1493

                          T FOR H0:   PR > |T|    STD ERROR OF

PARAMETER    COEFF      PARAMETER=0                ESTIMATE

CONSTANT     3.7816        3.23       0.0066         1.1705

DOSE         4.0416        2.85       0.0137         1.4195

The fitted regression line is: 

a. y = 4.04 + 3.78x 

b. y = 3.23 + 2.85x 

c. y = 2.85 + 3.23x 

d. y = 3.78 + 4.04x 

e.  y = 1.17 + 1.42x 


______ 5. The correlation coefficient provides: 

a. a measure of the extent to which changes in one variable cause changes in another variable. 

b. a measure of the strength of the linear association between two categorical variables. 

c. a measure of the strength of the association (not necessarily linear) between two categorical variables. 

d. a measure of the strength of the linear association between two quantitative variables. 

e. a measure of the strength of the linear association between a quantitative variable and a categorical variable. 

______ 6. A scatterplot and the fitted regression line are shown below: 

a. y= 20 - 2x; r = -0.6 

b. y= 20 - 4x; r = -0.6 

c. y= 20 - 2x; r = -0.9 

d. y= 20 - 4x; r = -0.9 

e. y= 20 - 2x; r = -0.3 


______ 7. An experiment was performed where students examined a set of circles. For each circle they guessed the actual area, and then measured the actual area. The scatterplot had the guessed areas on the vertical axis and the actual areas on the horizontal axes. A fitted line was fit to these data points. 
One student's fitted line was: Guessed area = 5 + .65(Actual area). Which of the following is not correct? 

a. The student guessed that a circle has an area of 125 mm2. A better guess would be 86 mm2. 

b. The slope in the above equation indicates that, on average, a student increases her guess by only .65 mm2 for every 1 mm2 increase in actual area. 

c. This is an example where we can use linear regression to find a relationship between estimates and actual values to correct future estimates. 

d. If the fitted regression line tends to fall below the "45° line", then this student tends to underestimate real areas. 

e. The fitted straight line was fit using "least squares". This line minimizes the sum of the square of the deviations between the actual and predicted values. 


______ 8. A regression of the amount of calories in a serving of breakfast cereal vs. the amount of fat gave the following results: Calories = 97.1053 + 9.6525 Fat
Which of the following is FALSE: 

a. It is estimated that for every additional gram of fat in the cereal, the number of calories increases by about 9. 

b. It is estimated that in cereals with no fat, the total amount of calories is about 97. 

c. If a cereal has 2 g of fat, then it is estimated that the total number of calories is about 115. 

d. If a cereal has about 145 calories, then this equation indicates that it has about 5 grams of fat. 

e. One cereal has 140 calories and 5 g of fat. Its residual is about 5 cal.


______ 9. If the correlation between body weight and annual income were high and positive, we could conclude that: 

a. high incomes cause people to eat more food. 

b. low incomes cause people to eat less food. 

c. high income people tend to spend a greater proportion of their income on food than low income people, on average. 

d. high income people tend to be heavier than low income people, on average. 

e. high incomes cause people to gain weight. 


______ 10. All the following are TRUE about Squaring the correlation coefficient except: 

a. Gives us a measure of confidence in the association of two quantitative variables

b. Gives a measure of percentage of change of one variable that can be attributed to a change in the other variable. 

c. Indicates the direction of slope in linear relationship.

d. Is often called the coefficient of determination or the proportion of variability.

e. All of the above statements are true about squaring the correlation coefficient.


